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Abstraet--,~ novel heat transfer probe was developed to evaluate heat transfer coefficients between near- 
fluidized particles and a vibrating heat transfer surface. The periodic motion of the surface caused fluc- 
tuations in the instantaneous heat transfer coefficient, h. The parameter affecting the fluctuating amplitude 
of h was the vibration amplitude of the surface (0.2 and 0.5 ram). The frequency of the applied motion (0, 
2, 6 and 10 Hz) affected the frequency of h. At higher frequencies h varied at the applied frequency. 
However, at the lowest oscillation frequency, 2 Hz, h varied at approximately twice the applied frequency. 
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1. INTRODUCTION 

The heat transfer from a fluidized bed, comprising 
solids and gas, to an immersed surface or vessel wall 
is strongly influenced by the local hydrodynamics. 
Dense beds operate in the bubbling, slugging and tur- 
bulent regimes, Kunii and Levenspiel [1], Grace [2]. 
These beds may be considered to consist of two 
phases. One phase, the emulsion phase, consists of a 
mixture of gas and quiescently fluidized solids. The 
other phase, bubble or lean phase, consists primarily 
of gas with a few dispersed solids. This two-phase 
theory of fluidization was originally proposed by 
Toomey and Johnstone [3] who considered the emul- 
sion phase to consist of solids and gas at minimum 
fluidizing conditions with all excess gas passing 
through the bed as particle free bubbles or voids. 
Although significant deviations from this theory have 
been observed, Kunii and Levenspiel [1], especially 
for large particles, Hilligardt and Werther [4], the two- 
phase theory of fLuidization still gives an essentially 
correct picture of bubbling and slugging beds. 

As far as the heat transfer from bubbling beds to 
immersed surfaces is concerned, the movement of bub- 
bles or voids is the primary reason for the high 
observed rates of heat transfer. As the bubbles move 
upward through the bed, they drag solids upward in 
their wakes thus causing the emulsion phase to cir- 
culate within the fluidized bed column, Rowe and 
Partridge [5]. At any given time, a surface within the 
bed may be in contact with either a bubble or the 
emulsion phase. This surface will be exposed to a 
continually changing bed environment consisting of 
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bubbles and emulsion phase and this transient 
behavior gives rise to high rates of heat transfer. 

In addition to the large-scale motions of bubbles 
and emulsion phase described above, there is also a 
small-scale motion in a fluidized bed column. This 
motion is substantiated by the following facts: (1) 
particles move relative to each other within the emul- 
sion phase due to the interstitial gas flow within the 
emulsion, Massimilla and Westwater [6], Decker [7], 
(2) gas circulates through the bubbles, Davidson and 
Harrison [8], and (3) the fluidized bed column and 
any immersed surface, most commonly heat exchange 
tubes, vibrate during operation. Thus, a specific sur- 
face within the fluidized bed column will not only 
contact various pieces of emulsion and bubbles at 
different times, but will also be exposed to the small- 
scale perturbations of the individual particles. 

The overall rate of heat transfer from a bed to a 
surface can be considered to be the sum of three terms. 
Namely, particle/emulsion phase conduction and con- 
vection, gas convection and radiation. For  small par- 
ticle beds at moderate temperatures the dominant 
mechanism is that of emulsion phase conduction and 
convection. The effects of hydrodynamics, specifically, 
large- and small-scale motions of particles, on the 
emulsion phase conduction and convection terms 
have been described previously by Du and Turton, 
[9]. Thus, large-scale motion controls the residence 
time of  the emulsion phase near a heat transfer 
surface, and thereby affects the heat transfer rate 
between the emulsion and surface. On the other hand, 
the small-scale motion mainly affects the voidage of 
the emulsion phase and the contact between the par- 
ticles and heat transfer surface, these factors are 
important for heat transfer at short residence times. 

One of the most successful models for fluidized bed 
heat transfer, using the phenomenological picture 
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NOMENCLATURE 

A heat transfer area, area of  tin foil e 
exposed to bed [m 2] # 

Cp specific heat capacity [J kg 1 °C-~] 
dp particle diameter [m] 
f frequency [Hz] p 
h instantaneous heat transfer coefficient a 

[VCm 2K-l] "t" 
I current [A] ~o 
k thermal conductivity [W m 1 K - ' ]  
K coefficient of gas mixing used in 

equation (12) bed 
p power into tin foil [W] c 
q rate of heat dissipation [W] d 
Q heat dissipated to a medium from a e 

probe [J] ew 
R instantaneous ohmic resistance of tin 

foil [W] g 
Rp particle radius [m] in 
T temperature of heat transfer surface max 

[°C] mf 
t time, or residence time of emulsion [s] 0 
u air velocity [m s -1] 
y thickness of gas film between a surface out 

and a particle [m] 
z thickness of the tin foil used in the heat 

probe [m]. 

Greek symbols 
A molecular mean free path [m] 

thermal diffusivity [m 2 s-1] 
fl temperature coefficient of resistance 

[°C -l] 
thermal accommodation coefficient 

6 distance or amplitude of vibration [m] 

bed voidage 
viscosity of fluidizing medium 
[kg m -I s -I] 
integration argument [s] 
density [kg m -3] 
2A(2-~;)/? 
residence or response time [s] 
phase lag [rad]. 

Subscripts 

P 
r 
s 
sub 
tin 
vib 
W 

fluidized bed 
critical value 
due to lag 
in bulk emulsion 
first layer of emulsion next to a 
immersed surface 
gas 
refers to actual or true value 
maximum 
at minimum fluidizing conditions 
reference or ambient conditions, or 
superficial 
refers to value measured and given by 
heat transfer probe 
particle 
response 
solid 
substrate 
tin foil 
vibration 
at wall. 

Superscript 
- time averaged value. 

described above, was developed by Mickley and Fair- 
banks [10]. This model was based on a penetration 
type phenomenon whereby packets of fresh emulsion 
come in contact with the heat transfer surface for a 
period of  time and then are replaced by fresh emulsion 
packets. This model gives excellent agreement with 
experimental data for contact times of approximately 
1 s and greater, but over-predicts the heat transfer 
coefficient for shorter contact times, with an infinite 
value predicted as the contact time goes to zero. The 
reason for the failure of the Mickley and Fairbanks's 
model at short contact times is due to the assumption 
of a homogeneous emulsion phase, which becomes 
invalid when heat penetrates to only a few layers of 
particles. There have been basically two approaches 
to deal with this anomaly. The first is to modify the 
Mickley and Fairbanks's model either by proposing a 
contact resistance between emulsion phase and heat- 
ing surface, Baskakov [11], or by taking the effect of 
the local high void fraction near the heating surface, 

which acts as an additional heat transfer resistance, 
Kubie and Broughton [12], Chandran and Chen [13]. 
Although good agreement between the experimental 
data and the modified models has been obtained, the 
a pr ior i  prediction of this additional resistance is very 
difficult for anything but mono-sized spherical 
particles. 

The second approach is to take individual particles 
near the heating surface as the unit element in the heat 
transfer analysis. Ernst [14, 15] considered the heat 
conduction through a gas film of thickness y trapped 
between a particle and heat transfer surface, and 
obtained an expression for the limiting heat transfer 
coefficient as follows : 

~kg FlY +l)ln -I-l)-l]. hmax =g~L~R p ( ~  (1) 

This formula correctly predicts that the limiting heat 
transfer coefficient is a function of interstitial gas ther- 
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mal conductivity and particle size. With the gas film 
thickness as a fitting parameter, good correlation 
between theory and experimental data has been 
obtained. However, the gas film assumption is difficult 
to justify from a physical standpoint and is not well 
accepted. Botterill and Williams [ 16] and Botterill and 
Hampshire [17] considered a similar case to Ernst's, 
but assumed the particles to have a finite heat capacity, 
which makes the heat transfer analysis complicated, 
and requires a numerical solution. In order to obtain 
good agreement between theory and experimental 
data, for short corLtact times, these workers had to 
assume the existence of an additional resistance equi- 
valent to a gas fihn of the order of one tenth the 
diameter of the particles. 

In yet another approach, Schltinder [18] took a 
microscopic look at the heat transfer process between 
a particle and heating surface. He assumed that par- 
ticles were in point contact with the surface, and 
argued that at very short contact times heat transfer 
is limited to the small contact region, where the inter- 
stitial gas can not be considered to be a continuum, 
the so called Smolachowski effect, Muchowski [19]. 
His expression for the limiting heat transfer coefficient 
is: 

hmax = 2 ~pp [ ~pp--~-kg [i/" t7 1)ln ( ~  + 1)--  1]. (2) 

It is interesting to note that equation (2) has the same 
form as equation (1). Experiments in a stirred bed, 
Wunschmann and Schli~nder [20], indicated that there 
was good agreement between the theoretical pre- 
diction of this model and experimental data for glass 
beads, but poor agreement for zinc and copper 
particles. 

Decker and Glicksman [21] also took a close look 
at the contact region between a particle and heating 
surface. They assumed that due to asperities on the 
surface of a particle there are many points of contact 
with the heating su:rface, and that gas packets trapped 
between the contacting points act as an additional 
heat transfer resislance. Their analysis is valid only 
for residence times greater than about 10 ms, and 
predicts an infinitely large value of h as residence time 
approaches zero. Qualitative agreement between 
theoretical predict:ions and experimental data using 
beds at minimum ttuidizing conditions was achieved, 
Gloski et al. [22], for low non-zero contact times. 

In review of the previous work, all researchers who 
model the limiting heat transfer coefficient concluded 
that the heat transfer mechanism at short contact 
times is governed by the heat conduction through 
the interstitial gas trapped between a particle and the 
heating surface. However, all of them assumed that a 
particle and heating surface are stationary during the 
entire heat transfer process. In order to insure finite 
values of the limiting heat transfer coefficient, a fic- 
titious gas film or microscopic properties of the system 
under consideration must be known in order to predict 
the finite value of )i. 

Recently, Du and Turton [9] developed a new 
model for the limiting heat transfer coefficient. This 
model assumes that emulsion phase particles which 
contact a heat transfer surface are not stationary but 
rather undergo small-scale oscillatory motion. A para- 
metric study of this model indicates that the local 
relative motion of fluidized particles and a heating 
surface is an additional important factor affecting the 
limiting heat transfer coefficient, and that by com- 
parison Schliander's [18] and Decker and Glicksman's 
[21] microscopic considerations are of secondary 
importance. However, a systematic experimental 
study to address the importance of small-scale relative 
motion between the heat transfer surface and a flu- 
idized bed is still lacking. The object of this paper is 
to show how small-scale vibration affects the heat 
transfer between an immersed surface and a bed of 
particles for short residence times. 

2. DESCRIPTION OF EXPERIMENTAL 
APPARATUS 

The objective of  this experimental program was to 
study the effect of particle-surface relative motion on 
the heat transfer process, for the residence time range 
of 50-3000 ms. The apparatus needed to conduct the 
experimental program consisted of two separate sys- 
tems and is shown in Fig. 1. The first system was 
composed of a controller and electromagnets which 
caused a side-ways vibrating motion of a metal bar 
immersed in a fluidized bed. Both the frequency and 
amplitude of the vibrating motion of  this bar could 
be controlled over the ranges of 0-10 Hz and 0-1 mm, 
respectively. The second system included the elec- 
tronic circuitry and heat transfer surface necessary to 
evaluate the transient heat transfer process occurring 
between the surface, attached to the vibration bar, 
and the fluidized bed. Detailed descriptions of these 
two systems are given by Du [23], a brief description 
of each is also given below. 

2.1. Vibratin9 bar and control circuitry 
The vibration frequencies and amplitudes of inter- 

est were in the ranges of 0-10 Hz and 0-1 mm, respec- 
tively. The vibrating bar consisted of a square alumi- 
num rod, 6.25 mmx6.25 mm, which was held 
horizontal and allowed to oscillate horizontally and 
perpendicular to its length, by the use of two sup- 
porting rods, at either end. The bar passed through 
the sides of a 200 mm × 200 mm square bed and was 
sealed at either end with a pair of rubber bellows, 
which allowed the bar to move freely back and forth 
but prevented the loss of bed material, as shown in 
Fig. 2. These rubber bellows also acted to dampen 
any induced vibration in the fluidized bed caused by 
the imposed motion of the bar. At both ends of the 
bar were located permanent magnets which were pos- 
itioned inside the electromagnets. Thus by changing 
the polarity of the electromagnets from N--* S ~ N ~ ,  



2354 C. DU and R. TURTON 

(a) 

Ekx:~omaOnet 

F ~  Bed Column (200 x 200 ram) 

Heat Probe Vlbr~Bar 
\ 

1 "~" I" 

f C(x¢~ Cimuit 
for Vibrating Bar 

E~=Vom~net 

I Data Acquisition I 
System 

(b) 

Ruldlzed Bed Column 

\ 

/ 
E ~ ~  

- -  I ! 1 0  m m  

/ 

t l  I 

-.-! .............................. f. 

Plel~um 

\ 

Valve Air vls rolmne~r 

Fig. 1. Schematic diagram of experimental setup. 

the bar oscillated back and forth, in a square wave 
pattern, at the frequency of the changing polarity. 

The driver circuit for energizing the electromagnet 
consisted of a timer, hex invertor, half-H driver, relay, 
and d.c. power supply. The timer and hex invertor 
were used to provide a _  5 mA signal to the half- 
H driver. This circuit amplified the signal enough to 
actuate the relay which in turn allowed the d.c. power 
supply to send a +__ 1 A square wave signal to the 
electromagnets. The frequency of the square wave was 
controlled by the timer circuit. The distance that the 
bar could move back and forth was regulated by 
adjusting set screws at both ends of the bar. 

2.2. Heat transfer probe and control circuitry 
The heat transfer probe is illustrated in Fig. 3. The 

probe consisted of an expanded polystyrene substrate 
with a layer of 25/~m thick tin foil which was powered 
by the probe control circuitry. The pattern of the heat 
probe, shown in Fig. 3, was obtained by chemically 
etching the tin foil and then gluing it to the substrate. 
The heating element had a resistance of approximately 
5W. 

The control circuitry used to power the tin foil 
heating element was capable of providing a high initial 
current, required to heat the probe to a temperature 
of 60°C in approximately 20 ms, and then a lower 
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Fig. 3. Diagram of a heat probe. 

control current to maintain a constant temperature. 
The details of the control circuit are given by Du [23]. 
The values of voltage (I 0 and current (/) supplied to 
the heating element were measured and these data 
were collected by an A/D PC based data acquisition 
system. From this data the rate of power dissipation 
from the probe was evaluated. 

3. CALIBRATION OF PROBE 

The probe was calibrated in both air and ethanol. 
These two media have thermal properties which 
bracket those of the fluidized particles used in this 
work. The calibration was based on a transient energy 
balance on the heating element of the probe. The 
calibration experiment involved exposing the probe to 
air or ethanol and measuring the resistance of the 
probe and current supplied to the probe with time. 
The energy input and energy accumulation in the 
probe were obtained by using the measured resistance 
and current. The energy output consists of two terms : 
conduction to the air or ethanol and conduction 
through the substrate of expanded polystyrene. The 
first term, i.e. heat transferred to the fluid medium, 
was calculated by using the well known thermal 
properties of air and ethanol. Since the calibration 
was carried out over a very short time period the 
effects of natural convection could be safely ignored 
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Table 1. Thermal properties of tin foil and substrate 

Material Thermal property Value 

Tin Density, p 
Thermal diffusivity, c~ 
Thermal conductivity, k 
Specific heat capacity, Cp 
Temperature coefficient of resistance, fl 
Density, p 
Thermal diffusivity, 
Thermal conductivity, k 
Specific heat capacity, Cp 

Substrate (expanded 
polystyrene) 

7290 [kg m -3] 
4.30 × 10 -5 [m 2 s -1] 
68.20 [W m-I K i] 
222 [J kg -~ K ~] 
4.70 × 10 -3 [°C i] 
40.0 [kg m 3] 
7.60 x 10 -7 [m 2 s -l] 
3.50x10 -2[Wm 1K 1] 
l l00[Jkg iK l] 

< 

3x10 ~ 10 

2x10'  

1xi0 7 

exper~ental value 

- - - t heo re t i ca l  v a l u e  

_ , , / / f ~ "  air _ 
----='=-- - 

5 0 0  1000  1500  2 0 0 0  2 5 0 0  3 0 0 0  3 5 0 0  

Tirr~a, t (ms) 

Fig. 4. Calibration of  heat probe in ethanol and air. 

and the heat loss was calculated assuming heat con- 
duction to a semi-infinite medium. The second term, 
i.e. conduction through the substrate, was calculated 
by using the thermal properties of expanded poly- 
styrene shown in Table 1. The results of the calculation 
are shown in Fig. 4, where the total heat dissipated by 
the probe is plotted as a function of time. From Fig. 
4, it can be seen that the theoretical prediction using 
the physical properties of the substrate and fluid, given 
in Table 1, are close to the experimentally measured 
values. These results serve to confirm the thermal 
properties of the substrate material. 

Additionally, the response time of the probe and 
associated electronic circuitry was determined. The 
experimental determination of the response time of 
the probe was found by exposing the probe to air and 
starting the control circuit to supply a current to the 
probe and simultaneously measuring the current pass- 
ing through the probe and the resistance of the probe. 
At some time, 1-2 s, after starting the experiment the 
probe was then suddenly immersed in water, while 
continuing to record the temperature and current sup- 
plied to the circuit. From the above description it is 
apparent that if thermal contact between the probe 
and water is achieved in a very short time, it may be 
assumed that a step change occurs in the heat transfer 
medium surrounding the probe. In order to find the 
response time (z~), the probe and associated control 
circuit were assumed to be a first order linear system. 
The input signal to the system w a s  hin, which was 
the heat transfer coefficient between the probe and 
contacting medium, the output signal of the system 
was hoo, which was the coefficient calculated from the 
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5. Comparison of experimental h and predicted h by 
using probe response time Zr = lO ms. 

measured current and resistance. The relation between 
the input and output signal is expressed as : 

l I' 
hout(t) -- ~ h i , (~exp[- ( t -~) /~r l )d~ (3) 

o 

where zr is the characteristic response time of the 
probe, hour is calculated based on the measured current 
and resistance, hin is obtained by modeling the heat 
transfer process between the water and probe as a 
semi-infinite medium and t is the time after the air was 
replaced by the water. 

The results of a typical experiment are shown in 
Fig. 5, where hou, is plotted as a function of time after 
the probe is immersed in water. The slight waviness of 
the experimental signal is an artifact of the electronic 
driver circuit and control system for the heat transfer 
probe. The response time rr was found by matching 
the value of hour computed from equation (3) to that 
measured experimentally. The best fit between the two 
profiles was obtained for a value of zr equal to 10 
ms. The response time of this probe and circuit is 
consistent with the response times from similar 
probes, e.g. Catipovic [24] found a response time of 
20 ms for a thin film platinum probe. From Fig. 5 it 
can be seen that there is an additional time lag (zd) 
between the experimental results and theoretical pre- 
dictions. This time shift arises from the assumption of 
a linear first order system to describe the system's 
response. However, the actual probe is probably more 
accurately described by a coupled set of first order 
systems which gives rise to an effective second or 
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higher order systenL The magnitude of the error that 
these time lags cause is addressed in the data pro- 
cessing section. 

4. EXPERIMENTAL INVESTIGATION 

4.1. Setup 
The experimental setup used in this study is shown 

schematically in Fig. 1 (a). Fluidizing air, supplied by 
a compressor, was passed through one of three cali- 
brated rotameters to the plenum chamber located 
below the distributor plate of the fluidized bed. The 
air then passed upward through the distributor plate. 
After passing through the bed, the air was vented to 
the atmosphere. The instrumentation within the bed 
is shown in Fig. 1 (b) and is described in Section 3 
above. 

4.2. Experimental conditions 
All the experimental work was carried out at room 

temperature and ~Ltmospheric pressure. The exper- 
imental parameters varied in this work were: (1) par- 
ticle size, (2) the frequency and amplitude of the 
vibrating bar and (3) the air velocity through the 
fluidized bed column. These experimental parameters 
are summarized in Table 2. 

The air velocity through the fluidized bed column 
was set at the critical air velocity u0 which was defined 
here as the gas veloc, ity under which no natural particle 
motion, caused by air flow, was detectable by the heat 
probe. Since the purpose of  this work was to study 
the effect of relative motion between particles and heat 
transfer surface on the heat transfer process, without 
natural particle motion interference, the air velocity 
should be sufficiently low so that no natural particle 
motion existed. However, it was found that at very 
low air flow rates particles in the column were firmly 
packed, and the vibration bar immersed in the par- 
ticles would not vibrate due to the large frictional 
forces caused by these firmly packed particles. By 
increasing the air flow rate through the bed, to the 
critical value shown in Table 2, it was found that the 
vibrating bar could overcome the frictional forces and 
oscillate freely. In addition, there was no observable 
bubble formation in the vicinity of the probe either 
when the probe was stationary or oscillating. Thus by 
carrying out the experimental program at the critical 
air velocity the effects of local gas bubbling were elim- 
inated. Since the particle size and critical air velocity 
are related, there were only three independent exper- 

Table 2. Summary of experimental conditions 

Particle size, dp [,um] 
Particle material shape 
Vibration amplitude, t~ib Lum] 
Vibration frequency, f [Hz] 
Critical air velocity, uc [m s + 1] 

496,1035 
Glass/spheres 
200,500 
0,2,6,10 
0.158, 0.586 

imental parameters : particle size, vibration frequency 
and amplitude. 

4.3. Experimental procedure 
Particles (dp= 496 or 1035 pm) were poured into 

the fluidized bed column to a static bed height of 
about 0.2 m. Air from the blower was metered by 
one of the three flow meters. These flow meters were 
calibrated against a wet test meter and high accuracy 
flowmeters. The air flow rate was adjusted to the level 
corresponding to the critical air velocity for the given 
particle size. 

The vibration amplitude of the vibration device was 
set to one of the two levels (200 or 500 #m) by adjust- 
ing the set screws at each end of the vibration bar. 
The vibration frequency was set to one of the four 
levels (0, 2, 6 and 10 Hz) by adjusting a capacitor in 
the timer circuit. 

The heat probe circuit, providing current to the heat 
probe, was turned on, and simultaneously the current 
passing through the probe and the resistance of the 
probe were measured. The data were recorded on an 
AT Zenith computer through a Keithley 570 data 
acquisition station. 

5. EXPERIMENTAL RESULTS AND 
DISCUSSIONS 

5.1. Data processing 
Equations for computing heat transfer coefficients 

were obtained from modeling the heat transfer process 
around the heat transfer probe, and are documented 
in detail by Du [23]. The instantaneous and time aver- 
aged heat transfer coefficients between fluidized par- 
ticles and the heat probe were calculated according to 
the following equations : 

h - qb~d (4) 
A(T-- To) 

h= 7 h(Od~. (5) 

In addition, equation (6)-(10) were solved sim- 
ultaneously in order to estimate the instantaneous 
values of the heat transfer coefficients. For  this analy- 
sis, the heat transfer to the substrate was modelled as 
a one-dimensional semi-infinite conduction problem. 
The accumulation of energy within the tin foil was 
estimated from a simple transient lumped model, 
which is justified due to the small thermal capacity of 
the tin foil element : 

qb¢d =P--qtin--q*ub (6) 

p=I2R (7) 

dT 
qtin = (PfpZg)tin ~ -  (8) 
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O~su b 1/2 t t - - ~  - l / 2 d T d ~  

( R -  Ro) 
T =  To+ flRo (10) 

The thermal properties of the tin foil and substrate, 
taken from Weast [25], Alfa Chemicals [26], Karasz 
et al. [27] and Jakob [28], are listed in Table 1. Based 
on equations (4)-(10), and using the above thermal 
properties, h and/~ were computed from the measured 
current (/) and resistance (R) of the probe. 

From the above set of equations it is possible to 
determine the instantaneous heat transfer coefficient, 
h. However, this is not the true value of h, since the 
electronics have a non-zero response time. In order to 
estimate the true value of h, equation (3) must be 
solved to obtain the kernel, hm((). The deconvolution 
of equation (3) is quite involved and the details are 
given elsewhere, Du [23]. The results of this analysis 
showed that for the vibration frequencies used in this 
work (10, 6 and 2 Hz), the average error caused by 
the response time ~'r and time lag rd is small (2%, 1% 
and less than 1%). 

3 0 0  i 

200 

o E= 
o 
O ~ 100 

d~ = 103,5 ILm - -  experlmental 
packed bed 

"6 % = 0.586 m/s - -- - theoretical 
0 

0 500 1000 1500 2000 2500 3000 3500 

lime, t (ms) 

Fig. 7. Comparison of experimental data with the modified 
Mickley and Fairbanks's model for dp = 1035 #m particles. 

where 

and 

1 1 1 
/~ - hw + ho (11) 

2kew 
hw = ~ - p  +KCp,gpgUo (12) 

2[kops(1-~mf)Cps]'/2 
#°= L ~- ' l  

(13) 

5.2. Packed bed results 
In order to further verify the accuracy of the probe 

and method of data analysis, a series of experiments 
were performed using the stationary probe in packed 
beds of glass particles. Figures 6 and 7 present the 
results for packed beds with particle sizes of 496 and 
1035 #m, respectively. For  comparison, the pre- 
dictions of a modified Mickley and Fairbanks's 
model, due to Kunii and Levenspiel [1], are included 
in Figs. 6 and 7. This model assumes that there are 
two heat transfer resistances in series contained in 
particles near a heating surface ; 1/hw, being the resist- 
ance of the layer of particles next to the heat transfer 
surface, and 1/h~, being the resistance of the particles 
in the bulk emulsion. An expression for the time aver- 
aged overall heat transfer resistance, 1//~, is obtained 
by summing hw and he and is given below in equations 
(11)-(13): 
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Fig. 6. Comparison of experimental data with the modified 
Mickley and Fairbanks's model for dp= 496 #m particles. 

The parameters used in this model were obtained by 
fitting previous experimental data for packed bed heat 
transfer and expressions are given in Kunii and Lev- 
enspiel [1]. 

The experimental results for packed beds of 496 
and 1035 /~m particles are given in Figs. 6 and 7, 
respectively. From these figures it can be seen that the 
experimentally determined values of the time averaged 
heat transfer coefficients for both sizes of particles are 
in very good agreement with the predictions of the 
modified Mickley and Fairbank's model. The average 
error for both particle sizes is + 5%. 

5.3. Vibrating bed experiments 
In Fig. 8, the heat transfer coefficients for the smal- 

ler particles, dp=  496 #m, using an amplitude of 
vibration (6vib) of 500 #m and frequencies o f f  = 2, 6 
and 10 Hz are given. Figure 9 presents the coefficients 
for the larger particles, dp = 1035 pm, using an ampli- 
tude of vibration (6,~b) of 500 /~m and frequencies 
f =  2, 6 and 10 Hz. Figure 10 presents the results for 
the larger particles, dp=  1035 /~m, under the same 
conditions as given above except with an amplitude 
of vibration (6rib) of 200 /tin. Comparing the instan- 
taneous heat transfer coefficients for f =  2, 6 or 10 Hz 
with those for a packed bed ( f  = 0 Hz), one can see 
that the periodic motion between the particles and 
heat transfer surface causes periodic fluctuations in 
the heat transfer coefficients. This conclusion is con- 
sistent with the prediction of the model due to Du and 
Turton [9]. 

For  a given size of particle, a larger vibration ampli- 
tude produces a larger variation in instantaneous heat 
transfer coefficient, as indicated in Figs. 9 and 10. It 
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Fig. 9. Heat transfer coefficients for dp= 1035 #m particles 
at 6v~ = 500/~m and f =  2, 6 and 10 Hz. 

is believed that the larger vibration amplitude causes 
an increase in the voidage near the heat transfer sur- 
face thus giving rise to larger variations in the heat 
transfer coefficient. 

Figures 8 and 9 indicate that heat transfer 
coefficients fluctuate at approximately the same fre- 
quency as the vibration frequency for f =  10 and 6 
Hz, but at about twice the vibration frequencies for 
f = 2 Hz. This pherLomenon is believed to be caused by 
the motion of the bar and particles near the vibrating 
surface. As confimled by visual observation, Du [23], 
the motion of the vibrating surface creates a variation 
in voidage near the: vibrating surface. 

The motion of the bar follows a square wave. There- 
fore, the movemenl: of the heat transfer probe consists 
of a half cycle where the heat transfer surface moves 
forward through lhe particle bed and then pauses, 
followed by a second half cycle where the surface 
moves away from the bed and then pauses. At low 

applied frequencies it is believed that the particles can 
follow exactly the movement of the probe and hence 
a heat transfer event occurs at every half cycle during 
the vibration. This heat transfer event results always 
in a reduction in the observed heat transfer coefficient. 
During the half cycle where the surface moves away 
from the bed a small air gap or region of high voidage 
would be briefly formed at the surface and this would 
lead to a reduction in h. For the other half cycle, 
where the surface moves forward through the bed of 
particles, it might be expected that the value ofh would 
increase or remain constant rather than decrease, as 
was observed. It is possible that at the end of this 
half cycle the particles have sufficient inertia that they 
continue to move away from the now stationary 
surface, again forming a region of high voidage at the 
surface and causing the heat transfer coefficient to 
decrease. At higher frequencies, the inertia of the par- 
ticles prevents them following the applied vibration 
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modified Mickley and Fairbanks 's  model, given by 
Kunii  and Levenspiel [1], and a comparison with the 
experimental data showed good agreement. 

The heat transfer coefficients between fluidized par- 
ticles and a vibrating heat transfer surface were mea- 
sured. The main finding obtained from these data was 
that the cycling motion between the particles and the 
surface produced a cycling variation in the heat trans- 
fer process. The vibration amplitude (rv~b) was the 
main factor affecting the fluctuation amplitude of  the 
instantaneous heat transfer coefficient. Variations in 
heat transfer coefficients of  up to 30 W m 2 K t were 
observed. It was postulated that the fluctuations of  
the instantaneous heat transfer coefficient were caused 
by the voidage change of  the particles near the vibrat- 
ing heat transfer surface. The frequency of  the fluc- 
tuating heat transfer component  was the same as the 
frequency of  the motion of  the surface for the data 
taken at 10 and 6 Hz. However,  the heat transfer 
fluctuations were approximately twice the applied fre- 
quency for the data taken at 2 Hz. 
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Fig. 10. Heat transfer coefficients for dp = 1035/~m particles 

at &v~b = 200 #m and f =  2, 6 and 10 Hz. 

frequency and hence only a single heat transfer event 
occurs every cycle. Further  work needs to be done in 
order to verify this phenomenon.  

Finally, it is interesting to note the time averaged 
heat transfer coefficients for the packed bed and 
vibrating heat transfer surface experiments, for a given 
particle size, were very similar. However,  higher 
vibration frequencies appear to promote  higher heat 
transfer coefficients at later times, for both particle 
sizes studied. 

6. CONCLUSIONS 

The heat transfer coefficients between a heat trans- 
fer surface and a packed bed of  particles in air at 
atmospheric pressure were measured. The time aver- 
aged heat transfer coefficient was estimated using a 
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